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#### Abstract

In this paper, we define a structure to obtain exponent matrices of girth-8 QC-LDPC codes with column weight 3 . Using the difference matrices introduced by Amirzade et al., we investigate necessary and sufficient conditions which result in a Tanner graph with girth 8. Our proposed method contributes to reduce the search space in recognizing the elements of an exponent matrix. In fact, in this method we only search to obtain one row of an exponent matrix. The other rows are multiplications of that row.


## 1. Introduction

An LDPC code is a linear code (a vector space over a finite field) whose parity-check matrix is sparse. LDPC codes were introduced by Gallager in 1960 [6]. Tanner in 1981 [12] generalized LDPC codes and proposed a graphical representation of LDPC codes now called Tanner graph which is a bipartite graph whose incidence matrix is the parity-check matrix of the code. A parity-check matrix with column weight $m$ and row weight $n$ results in an ( $m, n$ )-regular LDPC code. An important parameter associated to LDPC codes is their girth, that is, the length of the shortest cycles of its corresponding Tanner graph. It is well-known that the girth as well as some graphical structures such as trapping sets [1] influence the code performance.

[^0]Quasi-cyclic LDPC (QC-LDPC) codes form an essential category of LDPC codes that are known because of their practical implementations. Two matrices, a base matrix $W$ and an exponent matrix $B$, as well as a lifting degree $N$ are associated to a QC-LDPC code. If all elements of $W$ are 0 and 1 , then its corresponding parity-check matrix gives a single-edge QC-LDPC code. We replace 1-components and zero elements of $W$ by some non-negative integers less than $N$ and ( $\infty$ ), respectively, to obtain an exponent matrix. Non-negative integers in the exponent matrix are replaced by $N \times N$ circulant permutation matrices (CPMs), and ( $\infty$ ) is replaced by an $N \times N$ zero matrix ( $Z M)$. The resulting matrix gives the parity-check matrix whose null space provides us with a single-edge QC-LDPC code.

A necessary and sufficient condition for the exponent matrix of QCLDPC codes to have a Tanner graph with a specific girth were presented in [5] by Fossorier. A large body of work has been devoted to obtain the smallest lifting degrees of $(m, n)$-regular QC-LDPC codes with different girths and different column weights [2-5], [7-11], [13], [14].

In this paper, we first propose a method to construct an exponent matrix which depends on one row of that matrix. The other rows are obtained by multiplying that row by an integer. Then by constructing its corresponding difference matrix, we consider a necessary and sufficient condition to have a girth-8 Tanner graph.

## 2. Preliminaries

Let $N$ be an integer. Consider the following exponent matrix $B=$ [ $b_{i j}$ ], where $b_{i j} \in\{0,1, \cdots, N-1\}$ or $b_{i j}=(\infty)$,

$$
B=\left[\begin{array}{cccc}
b_{00} & b_{01} & \cdots & b_{0(n-1)}  \tag{2.1}\\
b_{10} & b_{11} & \cdots & b_{1(n-1)} \\
\vdots & \vdots & \ddots & \vdots \\
b_{(m-1) 0} & b_{(m-1) 1} & \cdots & b_{(m-1)(n-1)}
\end{array}\right]
$$

The $i j$-th element of the matrix $B$ which is an integer is substituted by an $N \times N$ matrix $I^{b_{i j}}$. This matrix is a circulant permutation matrix (CPM) in which the unique 1-component of the top row is located at the $b_{i j}$-th position and other entries of the top row are zero. The $r$-th row of a CPM is formed by $r$ right cyclic shifts of the first row and clearly the first row is a right cyclic shift of the last row. If $b_{i j}=(\infty)$, then it is replaced by an $N \times N$ zero matrix. The null space of the parity-check matrix gives a QC-LDPC code.

A necessary and sufficient condition for the existence of cycles of length $2 k$ (or simply $2 k$-cycles) in the Tanner graph of QC-LDPC codes
was provided in [5]. If

$$
\begin{equation*}
\sum_{i=0}^{k-1}\left(b_{m_{i} n_{i}}-b_{m_{i} n_{i+1}}\right)=0(\bmod N) \tag{2.2}
\end{equation*}
$$

where $n_{k}=n_{0}, m_{i} \neq m_{i+1}, n_{i} \neq n_{i+1}$ and $b_{m_{i} n_{i}}$ is the ( $m_{i}, n_{i}$ )-th entry of $B$, then the Tanner graph of the parity-check matrix has cycles of length $2 k$.

To avoid 4-cycles, using Equation (2.2), one has to check every $2 \times 2$ submatrix of the exponent matrix. Submatrices of size $3 \times 3$ must be checked to avoid 6 -cycles and to check 8 -cycles we must consider all submatrices of sizes $2 \times 2,2 \times 3,2 \times 4,3 \times 2,3 \times 3,3 \times 4,4 \times 2,4 \times 3$ and $4 \times 4$. In [2], difference matrices are introduced to simplify checking even cycles of lengths 4 to 12 . In the following, we present these difference matrices which are our main tools in the next results.

Definition 2.1. Let $B$ be an $m \times n$ exponent matrix with elements $b_{i j}, 0 \leq i \leq m-1$ and $0 \leq j \leq n-1$. The difference matrix $D$ is defined as follows:

$$
D=\left[\begin{array}{lll}
b_{00}-b_{10} & \ldots & b_{0(n-1)}-b_{1(n-1)}  \tag{2.3}\\
\vdots & \ddots & \vdots \\
b_{00}-b_{(m-1) 0} & \ldots & b_{0(n-1)}-b_{(m-1)(n-1)} \\
b_{10}-b_{20} & \ldots & b_{1(n-1)-b_{2(n-1)}} \\
\vdots & \ddots & \vdots \\
b_{10}-b_{(m-1) 0} & \ldots & b_{1(n-1)}-b_{(m-1)(n-1)} \\
\vdots & \ddots & \vdots \\
b_{(m-2) 0}-b_{(m-1) 0} & \ldots & b_{(m-2)(n-1)}-b_{(m-1)(n-1)}
\end{array}\right] .
$$

If $b_{i j}=(\infty)$ or $b_{i^{\prime} j}=(\infty)$, then we set $b_{i j}-b_{i^{\prime} j}=(\infty)$.
Example 2.2. Let $B=\left[\begin{array}{cccc}0 & 0 & 0 & 0 \\ 0 & 7 & 10 & 4 \\ 0 & 4 & 7 & 9\end{array}\right]$ be a $3 \times 4$ exponent matrix with the lifting degree $N=13$. Its associated difference matrix $D$ is defined as follows,

$$
D=\left[\begin{array}{cccc}
0 & -7 & -10 & -4  \tag{2.4}\\
0 & -4 & -7 & -2 \\
0 & 3 & 3 & -5
\end{array}\right]
$$

A necessary and sufficient condition for the difference matrix to avoid 4 -cycles is provided in the next proposition.

Proposition 2.3. [2] A Tanner graph is 4-cycle free if and only if each row of the difference matrix $D$ is free of repeated elements in modulo $N$.

In the above example, we compute all elements of $D$ in modulo $N=13$. Since the third row of $D$ in modulo $N$ has repeated elements, Proposition 2.3 indicates that the exponent matrix $B$ with the lifting degree 13 yields a QC-LDPC code with girth 4.

Using the difference matrix $D$, we can also simplify Equation 2.2 to deal with 6 -cycles. This simplification is presented in the following Lemma.

Lemma 2.4. Let $D$ be a difference matrix corresponding to a $3 \times n$ exponent matrix $B$. The Tanner graph is 6 -cycle free if and only if $-D_{0 j_{0}}+D_{1 j_{1}}-D_{2 j_{2}} \not \equiv 0(\bmod N)$ for all $j_{0} \neq j_{1}, j_{0} \neq j_{2}, j_{1} \neq j_{2}$ where $j_{0}, j_{1}, j_{2}$ are chosen from $\{0,1, \ldots,(n-1)\}$.

In Example 2.2, the equality $-D_{01}+D_{12}-D_{20}=-(-7)+(-7)-0=$ 0 results in the existence of 6 -cycles.

Definition 2.5. A $\binom{m}{2} \times\binom{ n}{2}$ difference matrix $D D$ is constructed by subtracting every two columns of $D$. Suppose $D_{i j}$ and $D_{i j^{\prime}}$ are two elements in the $i$ th row of the difference matrix $D$ and distinct columns $j$ and $j^{\prime}$ respectively, where $j<j^{\prime}$. If we subtract $j^{\prime}$-th column from $j$-th column, then

$$
D D_{i\left(j, j^{\prime}\right)}=\left(D_{i j}-D_{i j^{\prime}}, D_{i j^{\prime}}-D_{i j}\right)(\bmod N)
$$

is defined as an element of the $i$-th row and $\left(j, j^{\prime}\right)$-th column of $D D$.
Example 2.6. Let $B$ and $N$ be the exponent matrix and the lifting degree in Example 2.2. According to Definition 2.5,

$$
D D=\left[\begin{array}{cccccc}
(7,6) & (10,3) & (4,9) & (3,10) & (10,3) & (7,6)  \tag{2.5}\\
(4,9) & (7,6) & (2,11) & (3,10) & (11,2) & (8,5) \\
(10,3) & (10,3) & (5,8) & (0,0) & (8,5) & (8,5)
\end{array}\right]
$$

A necessary and sufficient condition for difference matrix $D D$ to avoid 6-cycles is provided in the following Lemma.

Lemma 2.7. [2] Let $D D$ be a difference matrix corresponding to an $m \times n$ exponent matrix $B$. Take $D D_{i\left(j, j^{\prime}\right)}$ and $N-D D_{i\left(j, j^{\prime}\right)}$ as the first and the second components, respectively, of an element of $D D$ occurring in the $i$-th row and the $\left(j, j^{\prime}\right)$-th column. If the Tanner graph is 6 -cycle free, then any submatrix of $D D$ corresponding to a $3 \times 3$ submatrix of
$B$ whose first row is all-zero fulfills the following inequalities:

$$
\begin{array}{ll}
\text { 1) } D D_{i\left(j_{0}, j_{1}\right)} \neq D D_{i^{\prime}\left(j_{0}, j_{2}\right)} & \text { 2) } D D_{i\left(j_{0}, j_{1}\right)} \neq N-D D_{i^{\prime}\left(j_{1}, j_{2}\right)} \\
\text { 3) } D D_{i\left(j_{0}, j_{2}\right)} \neq D D_{i^{\prime}\left(j_{1}, j_{2}\right)} & \text { 4) } D D_{i\left(j_{0}, j_{2}\right)} \neq D D_{i^{\prime}\left(j_{0}, j_{1}\right)}  \tag{2.6}\\
\text { 5) } D D_{i\left(j_{1}, j_{2}\right)} \neq N-D D_{i^{\prime}\left(j_{0}, j_{1}\right)} & \text { 6) } D D_{i\left(j_{1}, j_{2}\right)} \neq D D_{i^{\prime}\left(j_{0}, j_{2}\right)},
\end{array}
$$

where $i, i^{\prime} \in\{0, \ldots, m-2\}$ and $i \neq i^{\prime}$ and also, distinct column indices $j_{0}, j_{1}$ and $j_{2}$ of $D D$ correspond to the three columns of $B$.

Since the difference matrix $D D$ in Example 2.6 contains two pairs $D D_{0(0,1)}=D D_{1(0,2)}=(7,6)$ which do not hold in the condition (1) of Lemma 2.7, the Tanner graph has 6-cycles.

## 3. New Construction of QC-LDPC codes with girth 8

In this section, we propose a structure for an exponent matrix to construct a QC-LDPC code with girth 8 and column weight 3. This structure helps to reduce the size of the search space to obtain elements of an exponent matrix. Using Proposition 2.3 and Lemmas 2.4 and 2.7 we provide the requirements to construct a girth- 8 Tanner graph.

Suppose that for each $1 \leq i \leq n-1$ we have $B_{i} \in\{1, \ldots, N-1\}$ and also, for $2 \leq d \leq \frac{N}{2}$ put $C_{i}=d . B_{i}(\bmod N)$. The following matrix can be an exponent matrix with the lifting degree $N$ where all computations are in modulo $N$.

$$
B=\left[\begin{array}{ccccc}
0 & 0 & 0 & \ldots & 0  \tag{3.1}\\
0 & B_{1} & B_{2} & \ldots & B_{n-1} \\
0 & C_{1} & C_{2} & \ldots & C_{n-1}
\end{array}\right]
$$

We apply Proposition 2.3 as well as Lemmas 2.4 and 2.7 to the above matrix $B$ to obtain a QC-LDPC code with girth 8. In the following, we mention the most contribution of this method. In general, if a $3 \times n$ exponent matrix is desired, then, by assuming that the first row and the first column are all-zero, $2(n-1)$ elements have to be searched which belong to $\{1,2, \ldots, N-1\}$. In other words, the number of choices for all of these elements are $(N-1)^{2(n-1)}=O(M)$, which makes constructing an exponent matrix difficult for large column weights. Whereas, in our method, this search will be reduced to $O(\sqrt{M})$. In fact, by recognizing the elements of the second row, we can construct the whole matrix and the number of our choices is $(N-1)^{(n-1)}$.

To reach our goal we have to construct difference matrices. The difference matrix $D$ which is used to check 4 -cycles is

$$
D=\left[\begin{array}{ccccc}
0 & -B_{1} & -B_{2} & \ldots & -B_{n-1}  \tag{3.2}\\
0 & -C_{1} & -C_{2} & \ldots & -C_{n-1} \\
0 & B_{1}-C_{1} & B_{2}-C_{2} & \ldots & B_{n-1}-C_{n-1}
\end{array}\right] .
$$

Theorem 3.1. The exponent matrix $B$ is 4 -cycle free if and only if
(1) $B_{i} \not \equiv B_{j}(\bmod N)$
(2) for $l \in\{d, d-1\}$ and $i \neq j \in\{1, \ldots, n-1\}$ we have $l . B_{i} \not \equiv$ $l . B_{j}(\bmod N)$ and $l . B_{i} \not \equiv 0(\bmod N)$.

Proof. According to Proposition 2.3, a necessary and sufficient condition to have no 4 -cycle is to avoid repeated elements in every row of the difference matrix $D$. Therefore, the first item (1) is trivial. In the second row of the difference matrix $D$ we have $C_{i} \not \equiv C_{j}$ and $C_{i} \not \equiv 0$. Hence, $d . B_{i} \not \equiv d . B_{j}(\bmod N)$ and $d . B_{i} \not \equiv 0(\bmod N)$. In the third row, $B_{i}-C_{i}=B_{i}-d . B_{i}=(1-d) . B_{i}(\bmod N)$. So, the second item for $l=d-1$ is trivial.

Theorem 3.2. A necessary and sufficient condition to obtain a girth-8 $Q C-L D P C$ code from the exponent matrix $B$ is as follows:
(1) $\left|\left\{B_{1}, B_{2} \ldots, B_{n-1}\right\} \cup\left\{d . B_{1}, d . B_{2} \ldots, d . B_{n-1}\right\}\right|=2(n-1)$ in modulo $N$,
(2) $B_{i}+d . B_{j} \not \equiv 0(\bmod N)$ and $B_{j}+d . B_{i} \not \equiv 0(\bmod N)$, where $|j-i| \geq 2$,
(3) $B_{i}-d \cdot B_{j}+(d-1) \cdot B_{k} \not \equiv 0(\bmod N)$.

Proof. Since the first row and the first column of the exponent matrix $B$ are all-zero, we can use Lemma 2.7. In order to show the first item we must check 6 -cycles in $3 \times 3$ submatrices of the exponent matrix $B$ whose first column is all-zero. Therefore, it is sufficient to apply the six conditions in Lemma 2.7 to the first two rows and the first $n-1$ columns of $D D$. From the conditions (1), (3), (4), and (6) we conclude that $B_{i} \not \equiv d . B_{j}(\bmod N)$, where $i \neq j \in\{1, \ldots n-$ $1\}$. Consequently, $\left\{B_{1}, B_{2} \ldots, B_{n-1}\right\} \cap\left\{d . B_{1}, d . B_{2} \ldots, d . B_{n-1}\right\}=\emptyset$. Tanner graph is supposed to be 4 -cycle free. So, according to the second condition of Theorem 3.1, we have $\left|\left\{B_{1}, B_{2} \ldots, B_{n-1}\right\}\right|=n-1$ and $\left|\left\{d . B_{1}, d . B_{2} \ldots, d . B_{n-1}\right\}\right|=n-1$. Since these two sets do not intersect, their union contains $2(n-1)$ elements.

To prove the second item of Theorem, we use the conditions (2) and (5) of Lemma 2.7. These two conditions imply that for each two column indices $i, j$, where $|i-j| \geq 2$, we have $B_{i} \not \equiv N-d . B_{j}(\bmod N)$ and $B_{j} \not \equiv N-d . B_{i}(\bmod N)$. Therefore, if $|i-j| \geq 2$, then $B_{i}+d . B_{j} \not \equiv$ $0(\bmod N)$ and $B_{j}+d . B_{i} \not \equiv 0(\bmod N)$.

To show the third item, we have to check 6 -cycles in $3 \times 3$ submatrices of the exponent matrix $B$ which do not contain the first column of $B$. This inequality is a straightforward consequence of Lemma 2.4.

Corollary 3.3. A lower bound for the lifting degree of a girth-8 QCLDPC code whose exponent matrix is the exponent matrix $B$ is $N=$ $2 n-1$.

Proof. Since the necessary condition to avoid 6-cycles in the exponent matrix $B$ is the nonexistence of repeated elements in the set $\left\{B_{1}, B_{2} \ldots, B_{n-1}\right\} \cup\left\{d . B_{1}, d . B_{2} \ldots, d . B_{n-1}\right\}$, and all computations are in modulo $N$, the lifting degree has to be more than the cardinality of this set. Hence, $N \geq 2(n-1)+1=2 n-1$.

The minimum lifting degrees for the exponent matrix $B$ with column weights $4 \leq n \leq 10$ are shown in Tables 1-4 in Appendix. These tables contain the second row of $B$ as well as the multiple $d$ for any column weight $n$.

Corollary 3.4. There exists a girth-8 QC-LDPC code from the exponent matrix $B$ for any lifting degree $N \geq 2\binom{n}{2}+1$.

Proof. If we restrict ourselves to search for an exponent matrix whose difference matrix $D D$ contains distinct elements in the first two rows, then $D D$ holds in the conditions of Theorem 3.2. So, in this case the mentioned rows contain $2\binom{n}{2}$ distinct elements. Similar to the proof of Corollary 3.3, it can be shown that the lifting degree must be at least $2\binom{n}{2}+1$.

## 4. Conclusion

In this paper, we presented a technique to reduce the size of the search space in obtaining the elements of an exponent matrix with column weight 3. Our method is used to construct a QC-LDPC code with girth 8 . We showed that by recognizing the elements of one row in the exponent matrix we obtain the whole matrix. In fact, the computational complexity is reduced from $O(M)$ to $O(\sqrt{M})$.
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## 5. Appendix

Table 1. The second row of an exponent matrix of (3,n)-regular QC-LDPC codes with girth $8,4 \leq n \leq 6$. The third row is the multiplication of the second row by $d$. The first row is all-zero.

| Row weight | $n=4$ | $n=5$ |  |  | $n=6$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Lifting Degree | $N=9$ |  |  | $N=13$ |  |  |  | $N=19$ |  |  |  |  |  |
| Multiple | $d=2$ |  |  |  | $d=4$ |  |  |  |  |  |  |  |  |
| Second Row | 0 | 1 | 4 | 6 | 0 | 1 | 3 | 5 | 6 | 1 | 3 | 12 | 14 |

Table 2. The second row of an exponent matrix of (3,n)-regular QC-LDPC codes with girth $8, n=7,8$. The third row is the multiplication of the second row by $d$. The first row is all zero.


Table 3. The second row of an exponent matrix of $(3, n)$-regular QC-LDPC codes with girth $8, n=9$. The third row is the multiplication of the second row by $d$. The first row is all zero.

| Row weight | $n=9$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Lifting Degree | $N=31$ |  |  |  |  |  |  |  |  |
| Multiple |  |  |  |  |  |  |  |  |  |
| Second Row | 0 | 1 | 3 | 5 | 7 | 9 | 10 | 20 | 21 |

Table 4. The second row of an exponent matrix of (3, n)-regular QC-LDPC codes with girth $8, n=10$. The third row is the multiplication of the second row by $d$. The first row is all zero.
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$$
\begin{aligned}
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& \text { فرزانه اميرزاده'، ميثم عليشاهى' و و محمدرضا رفسنجانى صادقى׳「 } \\
& \text { 'دانشكده علوم رياضى، دانشگاه } \\
& \text { 「 「 دانشكده رياضى و علوم كامييوتر، دانشكاه صنعتى اميركبير، تهران، ايران }
\end{aligned}
$$


و وزن ستونى

 فقط يك سطر از ماتريس نمايه را مىيابيم．سطرهاى ديگر مضربى از سطر جستجو شده است．
كلمات كليدى: كدهاى كم چگال شبه دورى، گراف تنر، ماتريس تفاضلى.
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